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A.OBIJETIVO

Establecer los lineamientos, criterios, responsabilidades y controles para la,adopcidn, uso,
supervision y mejora continua de soluciones basadas en Inteligen€ia, Artificial (IA) en la
organizacion, asegurando su alineacion con los principios etices, legales, ambientales,
de seguridad de la informacién, calidad y anticorrupcion, conforme a las normas
aplicables.

B. ALCANCE
Este procedimiento aplica a todas las dreas de la organizacion que usen o planeen usar
tecnologias basadas en |A en sus procesos opefativos,sadministrativos o estratégicos,
incluyendo, pero no limitado a: Direccién, Calidad, Recursos Humanos, Soporte TI,
Transporte, Estudios Socioecondmicos, EvaluacionesPsicométricas, Afraccion de Talento
y Finanzas.

C.RESPONSABILIDADES

C.1 Soporte Ti
e Implementar, monitoreargsactudlizar y proteger los sistemas de IA.
o Garantizar la seguridad de los,datos.

C.2 Consejo Directivo
e Aprobar la politica de [Ay su integracién estratégica.
e Asignar recursos.

C.2 Calidad
e Supervisarel aumplimiento de los requisitos normativos ISO.
e Validariesgos asociados a la |A.

C.3 Todo elgzersonal
e Aplicar IalA segun lineamientos.
e Repertartallas o riesgos.
o 'Parficipar en evaluaciones de mejora.

D. DEEINICIONES / ABREVIATURAS
IA: Infeligencia Artificial.

ISO: Organizacion Internacional de Normalizacion.

ML: Machine Learning (Aprendizaje Automdatico).

GDPR: Reglamento General de Proteccion de Datos (referencia en privacidad).
Bias: Sesgo algoritmico.
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Gobernanza de IA: Conjunto de principios, politicas y procedimientos para asegurar un
uso responsable de la |A.

ISO/IEC 42001: Norma para sistemas de gestion de |A.

IA: Inteligencia Artificial.

IA Generativa: Tecnologia que puede generar contenido (texto, imdagenes, audio, etc.)
a partir de datos de entfrenamiento.

IA Explicable (XAl): Modelos que permiten interpretar como se toman decisiones
automatizadas.

Responsabilidad Proactiva: Enfoque para anticiparse a posibles impagtos oriesgos de
la 1A.

. GENERALIDADES

1. Toda implementacion de |A debe ser explicable ante los Usuarioswy jefes de drea.

2. Se prohibe el uso de IA con fines discriminatorios, desManipulacion o vigilancia no
autorizada.

3. Todo uso de IA debe cumplir con las politicas infernaswy externas de privacidad vy
seguridad.

4. Solo se entrenardn modelos con datos verificadoes y dutorizados.

5. Toda decision critica basada en |A serd validada, por un responsable humano.

6. Se monitoreardn modelos para evitar la,manipulacion de resultados con fines ilicitos.
7.Se consideraran practicas de uso eficiente de recursos tfecnoldgicos.

. DESARROLLO

F.1 Identificacion de oportunidades de"A

Cada responsable de drea ‘deberd analizar sus procesos para identificar ftareas
suscepftibles de automatizaGiénsprediccion o mejora con IA.

Una vez identificado algun@ automatizacion dentro de su proceso el usuario deberd de
utilizar el FIPNO-TI-02:00, “Propuesta de mejora uso de IA” en donde deberd de
documentar la descripcion, el objetivo del uso de A, situacion actual y beneficios
esperados.

El usuario compatird el documento via electrénica al drea de Calidad.

F.2 Eval@Beidnética y técnica
Una vez recibida la propuesta de uso de IA, se deberdn realizar dos evaluaciones para
validar seviabilidad ética y técnica.

F.2.1 Evaluacion ética

El drea de Calidad serd responsable de evaluar el impacto de la propuesta en
aspectos relacionados con los derechos humanos, equidad, privacidad,
sostenibilidad, impacto socioecondmico y huella ambiental por mencionar
algunos.

-----
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Esta informacion quedard registrada en el FIPNO-TI-02.00 “Propuesta de mejora
uso de IA" y enviard el formato al drea de soporte TI.

F.2.2 Evaluacion técnica y de seguridad

El drea de soporte Tl, evaluard la viabilidad técnica de la propuesta,
considerando la infraestructura tecnoldgica, ciberseguridad, integridad de datos,
dependencia de proveedores, mitigacion de sesgos, consumo energético.

Esta evaluacion se documentard en el formato FIPNO-TI-02.00 “Propuesta’ de
mejora uso de |IA" apartado “evaluaciéon técnica y de seguridad”

Cada evaluacion podrd incluir observaciones, propuestas de mejord,\aprobacion o el
rechazo justificado de la propuesta. Esto serd noftificado al drea de calidad y al usuario
para su tratamiento.

F.3 Seleccion y desarrollo de la solucidon de 1A

Una vez aprobada la propuesta, se procederd con lasseleccion o desarrollo de la
solucion de A, priorizando aquellas que cumplan con criferiosde seguridad, frazabilidad,
aplicabilidad y normativas vigentes.

F.3.1 Criterios para la solucion de |A
Los criterios minimos que se deberdn cumplinpara la solucion de IA deben ser los
siguientes:
1. Debe seruna IA explicable (XAl).
2. No debe presentar sesgosdiscriminatorios.
3. Debe estar alineada, a normativas legales, laborales y de protecciéon de
datos.
4. Debe ser compgtible, con auditorias, interoperabilidad y garantizar
eficiencia operativan

Una vez que se cumpldn gon los criterios minimos se deberd pasar a la seleccion del
proveedor de |A.

F.3.2 Proveeder @e la solucion
El proveedor seleccionado para uso de |IA deberd cumplir con los requisitos minimos
establecidos;"en‘easo de que un proveedor sea nuevo en el mercado o no cumpla por
si mismo cen los requisitos minimos deberd firmar el F2PNO-TI-02.00 “Declaratoria de
conformidadética de IA"”, donde se compromete al cumplimiento de politicas éticas,
de calidady alineamiento con las normas ISO aplicables.

También se firmard un contrato que deberd incluir cldusulas especificas de:

1. Cumplimiento de normas ISO aplicables.
2. Proteccién de datos personales y confidencialidad.
3. Prevencidén de conflictos de interés y anticorrupcion.

Una vez realizado esto, se procede con las pruebas y validaciones.

-----
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F.4 Pruebas controladas y validacion de la solucidon de 1A

Antes del despliegue final, toda solucidon de IA deberd ser validada mediante pruebas
en un entorno controlado (piloto), con el fin de medir su desempeno, impacto y posibles
$€5gos.

F.4.1 Implementacioén piloto
El drea responsable, el drea de soporte Tl y el drea de calidad, implementardniwna
prueba controlada utilizando el formato F3PNO-TI-02.00 “Reporte de Validacion, Pilofo”,
en donde se documentard:

1. Comparacion del desempeno frente a los estdndares establegidos.
2. Andlisis de sesgos, impacto en procesos y en las personas.
3. Resultados generales y recomendaciones de mejora.

F.4.2 Evaluacién y aprobacion
Una vez generado el formato F3PNO-TI-02.00 “Reporte de Validdeién Piloto” serd enviado
al Consejo Directivo para su conocimiento.

El despliegue de la solucion de |A solo podrd realizarse ¢onvla aprobacion del drea de
Calidad y Soporte TI.

F.5 Implementacion formal de la solucion de IA

Una vez validada la solucion de |A, se procederé, con la implementacion formal en los
procesos aplicables, incluyendo la capdeifacion del personal, la actualizacion de
procedimientos y la asignacion de respensabilidades.

F.5.1 Capacitacion del personel
El drea de soporte T, en colaboracion con el drea de Recursos Humanos, serd
responsable de realizar las capacitaciones necesarias para asegurar el uso adecuado y
ético de la lA.

El registro de cada capagitagion se documentard mediante el formato F4PNO-TI-02.00
“Registro de Capacitagiénen IA”, y deberd como minimo incluir los siguientes temas:

1. Principios y politicas de IA.
2. Usorespensable y ético de la |A.
3. Progedimiento para reportar alertas e incidencias.

F.5.2QAestes de procesos y protocolos
Se actualizardn los procedimientos, politicas y formatos donde la |A tenga intervencién,
asegurando que se mantenga un control humano en todo momento.

Los responsables de procedimientos y jefes de drea serdn asignados para la supervision
continua de los procesos que involucren IA.

Si es aplicable se actualizardn los objetivos e indicadores de desempeno relacionados
con la implementacion de IA.

-----
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F.6 Monitoreo y mejora continua de soluciones de |A
Una vez implementada la solucidon de |A, se deberd garantizar su monitoreo constante y
su mejora continua, asegurando el cumplimiento normativo, ético y de desempeno.

F.6.1 Monitoreo operativo y de cumplimiento
Si es aplicable el drea de Calidad en conjunto con el responsable de preceso
establecerdn KPIs especificos para medir el rendimiento y funcionamiento del sistemade
IA.

Durante la ejecucién de las auditorias internas acorde al plan anual de,auditorias se
evaluard el uso adecuado de la |A en su proceso tomando como referencia el F1PNO-
TI-02.00 “Propuesta de mejora uso de IA”

Durante la revisidn por la direccién se generard el informe sobrésel Uso, funcionamiento
e incidencias del sistema de |A, los cuales serdn revisados durante la‘reunion.

F.6.2 Revision de gobernanza y estrategia de mejgra
Durante la revision por la direccion y de manera anuahkserealizard una revision integrall
del sistema de |IA donde se deberd incluir:
1. Evaluacion de cumplimiento de nefmas1S@ vy legislacion local.
2. Inclusién de nuevas tecnologias.
3. Propuestas de mejora o actudlizacion de politicas internas.

F.6.2 Incidentes y desviaciones
El drea de calidad gestionara cualguier desviacion dentro de los procesos con el uso de
IA y se definirdn acciones coérrectivas y preventivas conforme al PNO-CA-02
“Procedimiento de quejas, no confermidades y sistemas CAPA".
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H. DOCUMENTOS DE REFERENCIA
PNO-CA-01 “Procedimiento de Confrol Documental”

ISO/IEC 42001:2023 “Sistema de gestion de la inteligencia artificial.”

ISO 9001:2015 “Sistema de gestion de calidad.”
ISO 14001:2015 “Sistema de gestion ambiental.”

ISO/IEC 27001:2022 “Sistema de gestion de la seguridad de la informacién.”

ISO 37001:2016 “Sistema de gestidon antisoborno.”
ISO 31000:2018 “Gestion de riesgos.”

I.LANEXOS
F1PNO-TI-02.00 “Propuesta de mejora uso de |A”
F2PNO-TI-02.00 “Declaratoria de conformidad ética de IA”
F3PNO-TI-02.00 “Reporte de Validacion Piloto”
F4PNO-TI-02.00 “Registro de Capacitacion en IA”

J. HISTORIAL DE CAMBIOS

Revision Descripcion del cambio

Fecha del cambio
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